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| ABSTRACT 

In this paper we examine the role of machine learning (ML) in predicting stock market trends within BRICS economies. Complex, 

interdependent global and regional economic factors are today and will in the future increasingly influence stock markets, which 

necessitates innovative techniques for trend analysis. Using this state of the art ML models Support Vector Machines (SVMs), 

Random Forests, and neural networks the study predicts market fluctuations based on historical stock data, economic indicators 

and geopolitical events. This research emphasizes the increasing role of deep learning, especially with models such as 

Transformers and LSTMs, to meet the demand for high accuracy predictive systems in the volatile market. Its analysis brings 

model performance into comparison of BRICS nations, taking into account the peculiar financial and economic behavior peculiar 

to each of them. These results illuminate how ML can provide actionable intelligence for investors and policymakers to better 

manage risk and better make strategic investments. Findings from the study underscore the requirement for adopting 

sophisticated data driven tools in order to negotiate the intricacies of globalized financial systems. This study also explains the 

basis in helping us understand how machine learning changes the perspective on stock market analysis. It is a great source to 

understand how different ML techniques such as Support Vector Machines which are good at classification problems and 

Random Forests, which are known to handle over fitting, can be used on a financial dataset. It shows cutting edge tools for 

market prediction such as deep learning models like LSTMs, which are able to handle sequential time series data, or Transformers 

that further improve the traditional architectures with attention mechanisms. The paper also discusses data preprocessing 

methods, such as feature engineering and normalization, and the importance of their inclusion in improving model performance. 

This research shows the value of ML literacy and provides future financial analysts and decision makers with tools for addressing 

market volatility in a data driven and strategic context. 
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1. Introduction  

1.1 Overview of BRICS Economies and Stock Market Dynamics 

The financial markets of the BRICS nations; Brazil, Russia, India, China, and South Africa, are a key force in the modern global 

economic world. These countries, in the aggregate, are characterized by rapid economic development and a wide variety of market 

shapes, including the major portion of the world’s GDP and trade. But their financial markets are inherently volatile, subject to 
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countless factors like oil prices that wax and wane, political uncertainties and fluctuations in the global economy. But because 

these complex environments are also so volatile, investors and policymakers face tremendous challenges (Chittedi, 2010). In such 

a dynamic environment, predicting the stock market trends require new types of models which depart from the conventional 

economics. With an increasing volume of data and an ever expanding number that we need to analyze for insight, machine learning 

(ML) presents a potential solution to this challenge, using advanced algorithms to analyze high volumes of data in order to discover 

what might otherwise be overlooked by those traditional methods. 

1.2 Role of Machine Learning in Financial Markets 

In healthcare, transportation, finance, and a host of other industries, machine learning has helped create change. In the financial 

markets only ML is able to process colossal volumes of historical and live data and has changed the way trends and predictions 

are analyzed today. In contrast to traditional statistical methods, ML algorithms can identify nonlinear relationships and respond 

to changing market conditions, and do not require linear assumptions about the data (Doloc, 2019). This flexibility is especially 

important for BRICS economies, with economies characterized by wide variability and non-predictability of markets. Some ML 

models are created by integrating diverse data sources such as stock prices, macroeconomic indicators, and geopolitical events, 

to generate more depth in market behavior and more intelligent decision making for stakeholders. 

1.3 Objectives and Scope of the Study 

The unique characteristics of some economies of BRICS make machine learning important in their stock markets where it applies. 

For example, Brazil’s market is heavily load with commodity pricing, while, Russia’s market is shaped by energy exports and 

geopolitical factors. China’s stock market is closely in tune with the state policies and industrial growth, whereas India’s is a product 

of extremely fast technological and a big booming middle class. It is a country with a dual economy that depends on mining 

exports and is a socially unequal society. Therefore the predictive models must have both flexibility and precision (i.e. they need 

to be precise but need to be able to accommodate the various diverse economic structures and dependencies behind individual 

campaign responses). There’s an important reason that machine learning is advantageous to understanding and forecasting trends 

in these economies: its ability to fine tune predictions for the particular market contexts in which they occur. 

This study tackles multiple objectives. It is first aimed to assess the generalization capabilities of different ML models (Support 

Vector Machines, Random Forests and neural networks) in forecasting stock market trend in the BRICS countries. Second, it aims 

to showcase how deep learning models, like Long Short-Term Memory (LSTM) networks and Transformers, are contributing to 

financial analysis. The study compares model performance across the BRICS nations to learn about the peculiar financial and 

economic behaviors of these countries. The research also stresses the need for data preprocessing schemes that enhance predictive 

accuracy and reliability. The paper therefore attempts through this comprehensive analysis to demonstrate the possibilities that 

machine learning offers to the field of stock market analysis and provide investors and policy makers with actionable intelligence. 

This research has broader implications for financial markets beyond. With the intensification of globalization, economic 

interconnections, it is becoming more and more important to know how to predict markets to maintain economic stability and 

promote economic growth. The challenges facing contemporary financial systems are precisely the sort that machine learning 

works well at: complex datasets, evolving conditions. So the use of ML driven methods is not just an opportunity but a necessity 

for BRICS economies, which are leading role players in the next future global economy. With the help of the cutting edge 

technologies these countries can increase its economic resilience and competitiveness on the world stage. 

This paper concludes with exploring the potential of transforming machine learning in predicting stock market trends in BRICS 

economies. Using state of the art models and rigorous methodologies, the analysis shows how these countries' financial landscapes 

are different and offers a blueprint for future research and practical applications. But the findings give weight to the need for 

innovative, data informed ways to steer the twists and turns of globalized financial systems and provide guidance for those in both 

professional and academic worlds. 

2. Literature Review  

2.1 Traditional Methods in Stock Market Prediction 

The field of stock market prediction has historically relied on conventional forecasting techniques, rooted in statistical and 

econometric models. Sharma, Bhuriya, and Singh (2017) presents an overview of commonly used methods, including linear 

regression, moving averages and, autoregressive integrated moving average (ARIMA). Leveraging historical trends and statistical 

relationship, these have been the basis for financial forecasting; to predict future stock price. Although these methods are classic 
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and easy to implement, they are usually criticized because they are not able to capture nonlinear dynamics of the financial markets. 

In particular, this limitation is most pronounced in markets where external factors or volatility, such as these of the BRICS 

economies, are large determinants of stock price movements. 

Atsalakis and Valavanis (2010) delve into the foundational concepts of traditional forecasting by categorizing techniques into two 

primary approaches: technical analysis, and fundamental analysis. The analysis employed using fundamental analysis focuses on 

the intrinsic value of stocks by analyzing macroeconomic, company financials and industry trends. In contrast, technical analysis 

looks to the historic market data and uses patterns and chart based strategies to figure out what will be the price moves going 

forward. While both approaches have successfully performed in particular settings, both lose predictive power in situations of a 

fast changing economy or when geopolitical surprises occur. Take, for example, sudden policy change, or a global crisis, which can 

invalidate the assumptions of traditional models because they are built on static examples. 

The complexity of modern financial systems, however, has made it impossible for conventional methods to continue to function. 

However, traditional methods are still valuable as foundational tools and they are used as the gold standard by which we measure 

the performance of more advanced models. As such, stock market prediction has been spurred by a growing interest in machine 

learning (ML) and deep learning techniques, which are claimed to deliver higher adaptability and precision in prediction. 

2.2 Machine Learning in Financial Analysis 

The advent of ML has revolutionized financial analysis, enabling more accurate and nuanced predictions by uncovering complex 

patterns in large datasets. Rouf et al. (2021) highlight the transforming power of ML on stock market prediction with well-known 

models like support vector machine (SVM), random forest and neural network. But these models are very good at absorbing high 

dimensional data and understanding nonlinear relations; such markets were BRICS for example. But application of ML in financial 

forecasting is not without its challenges. The careful model selection and optimization however is hindered by overfitting, data 

sparsity and the need for large computational resources. 

Bhatore, Mohan and Reddy (2020) discuss the potential of using ML techniques in financial decisions and their applicability in 

credit risk evaluation. The results show how classification algorithms, for instance decision trees and SVMs, can be used to assess 

financial risks. While these techniques are used primarily in the credit markets, they share parallels with stock market prediction 

since all involve spatial pattern analysis in a complex dataset. As in the case of Rodriguez-Galiano et al. (2015), they use ML models 

to mineral prospectivity and demonstrate the entity of algorithms involving random forests and regression trees besides many 

others. This provides a strong argument for the use of ML techniques for stock market forecasting and for further refinement of 

their use. 

Additionally, Rzig, Hassan, and Kessentini (2022) examine the integration of ML with operational frameworks by studying ML 

DevOps practices. In data intensive environments, they emphasise the need to deploy pipes for the predictive models efficiently, 

as efficiency is a key concern. These are the kind of things BRICS economies need to adopt, as the scale and complexity of financial 

data require robust computational infrastructures. DevOps practices simplify implementation of ML models, which results in 

making them more scalable and reliable and ready to be used in real world financial applications. 

The foundation principles classification algorithms like KNN, SVMs, random forests and neural networks are detailed by Boateng, 

Otoo, and Abaye (2020). The strength of the ensemble methods, in particular random forests, in reducing predictive instability by 

averaging over multiple decision trees, is highlighted by their study. In the case of BRICS economies, which are characterized by 

very unpredictable and diversified economic and geopolitical factors, this characteristic is particularly useful. The authors point out 

however, to the computational demands and interpretability challenges with using the more advanced ML techniques and 

conclude with a balance of complexity and usability required. 

2.3 Advances in Deep Learning for Financial Prediction 

Financial prediction is the current cutting edge of deep learning, having unparalleled capability to process complex, high 

dimensional datasets. In this research work, Ataman and Kahraman (2022) examine the suitability of using hybrid models made up 

of linear regression and artificial neural networks (ANNs) in stock market predication BRICS economies. These hybrid approaches 

are shown to exploit the strengths of both linear and non-linear methods, by the authors' research. For example, linear regression 

is particularly good at describing macroeconomic trends, while an artificial neural network (ANN) is great at discovering fine details 
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in past stock price history. The combination of these two delivers more holistic predictive framework, able to deal with the many 

faceted nature of financial market. 

In Ruzgar (2024), he expands this by classifying stock price volatility technique in the BRICS countries. Market dynamics are shaped 

by key indicators which include geopolitically compelled events and macroeconomic policies, according to the study. The 

integration of these variables into deep learning models enables researchers to gain a more nuanced understanding of stock 

performance that can be useful to investors and for policymakers. This method demonstrates how deep learning techniques can 

accommodate the individual qualities of BRICS economies. 

In Mienye and Swart (2024), we get a description on recent developments in deep learning architecture, such as convolutional 

neural networks(CNNs), recurrent neural networks (RNNs) and Transformers. This work identifies the potential of these models to 

effectively process sequential data and unstuck long term dependencies, both of which are essential for financial time series 

analysis. In particular, note transformers ability to scale and be efficient in dealing with large datasets and, therefore, transformers 

are most suited for BRICS stock markets with their disparate economies. 

More specifically, Zhang, Sjarif and Ibrahim (2024) further explore how deep learning continues to play its role in price forecasting 

from 2020 to 2022. Their findings show that hybrid and ensemble models, combining multiple architectures, are becoming 

increasingly popular as they improve predictive accuracy and robustness. For this, we can take the example of combining CNNs 

and long short term memory (LSTM) networks to capture both spatial as well as temporal features and therefore it can be treated 

as a complete approach towards stock market prediction. 

With all the benefits, deep learning models, however, come with limitations such as high computational cost and the necessity of 

time consuming hyperparameter tuning. In BRICS economies, data heterogeneity and resource constraints make it difficult to 

implement advanced models. Innovation is needed to combine the advantages of robots with those of humans - namely, 

unmatched resource versatility and human intelligence - and these issues cannot be resolved without innovative solutions such as 

automated machine learning (AutoML) frameworks and distributed computing environments that optimize model performance 

while minimizing resource consumption. 

3. Methodology  

 

3.1 Data Collection 

A machine learning model the is predictive accuracy highly depends on the quality and amount of input data. Data from reliable 

sources were collected in these datasets including stock market indices, economic indicators and geopolitical event records for 

BRICS economies (Brazil, Russia, India, China and South Africa). BSE Sensex (India), Shanghai Composite (China), RTS Index (Russia), 

Bovespa (Brazil), and JSE All Share (South Africa) were selected as key stock indices. The data period (2012–2022) spans 10 years 

to cover the full suite of market conditions both when the markets are stable and when the markets are volatile. The temporal 

range allows the models to capture long term trends while still retaining sensitivity to short term variations. Stock prices, trading 

volumes, GDP growth rates, rates of inflation, interest rates, major geopolitical events like trade wars and policy changes were part 

of the dataset. In addition, we include unstructured data such as their news sentiment scores and social media trends. Natural 

language processing (NLP) tools were used to convert qualitative information to quantifiable features, which were extracted. 

3.1.1 Data Preprocessing 

To cater it for machine learning use, some steps were undertaken that were known to improve quality and relevance of data. 

3.2 Feature Engineering 

Since raw data was not proper inputs, feature engineering was very helpful in turning it into a meaningful input. Logarithmic 

returns were computed to analyze the relative changes in stock prices over time, reducing the impact of extreme values: 

𝑅𝑡 = ln(𝑃𝑡) − ln(𝑃𝑡−1),            (1) 

where 𝑅𝑡 represents the logarithmic return at time 𝑡, and 𝑃𝑡 and 𝑃𝑡−1 denote stock prices at time 𝑡 and 𝑡 − 1, respectively. 

Stock market prediction depended on roll rolling standard deviation of return to compute volatility, a crucial feature: 
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𝜎𝑡 =
√∑ (𝑅𝑖−𝑅

ˉ
)
2

𝑛
𝑖=1

𝑛−1
,            (2) 

where 𝜎𝑡 is the standard deviation over a rolling window of 𝑛 periods, 𝑅𝑖 represents the returns, and 𝑅
ˉ

 is the average return. 

 

3.3 Normalization 

Since numerical features were present, they were normalized using z-score method to ensure all features contributed equally to 

training the model: 

𝑋′ =
𝑋−𝜇

𝜎
,            (3) 

where 𝑋 is the raw feature value, 𝜇 is the mean, and 𝜎 is the standard deviation. 

3.4 Handling Missing Data 

The challenge of missing data points, which abound in large datasets, were met by interpolation and imputation techniques. Minor 

gaps in linear interpolation, and missing values in time series data were imputed using forward filling, but without introducing 

bias. Interquartile range (IQR) method was used to identify outliers, which were then addressed by capping values, within 

predetermined limits, to prevent skewing of model performance. 

3.5 Machine Learning Models Applied 

3.5.1 Support Vector Machines (SVMs) 

SVMs were employed for classification, for example, for detecting market trends such as bullish or bearish patterns. The kernel 

function of the model transforms non linear data into a higher dimensional space and separate classes on this space. The kernel 

function is represented as: 

𝐾(𝑥𝑖 , 𝑥𝑗) = 𝜙(𝑥𝑖) ⋅ 𝜙(𝑥𝑗),           (4) 

where 𝐾(𝑥𝑖 , 𝑥𝑗) denotes the kernel function, and 𝜙 is the transformation function. 

The optimization objective for SVMs involves minimizing a loss function: 

min
1

2
∣∣ 𝑤 ∣∣2+ 𝐶 ∑ 𝜉𝑖

𝑛
𝑖=1 ,           (5) 

where 𝑤 is the weight vector, 𝐶 is the penalty parameter, and 𝜉𝑖 represents slack variables accounting for misclassifications. 

3.5.2 Random Forests 

Random forests are ensemble methods that aggregate the predictions of multiple decision trees. Each tree is trained on a 

bootstrapped sample of the data, and predictions are averaged for regression tasks or determined by majority vote for 

classification tasks. The ensemble prediction is given by: 

�̂� =
1

𝑇
∑ 𝑓𝑡
𝑇
𝑡=1 (𝑥),            (6) 

where �̂� is the final prediction, 𝑇 is the total number of trees, and 𝑓𝑡(𝑥) represents the prediction from each tree. 

The random forest model is particularly advantageous in reducing overfitting and handling high-dimensional data, making it 

suitable for diverse financial features. 

3.6 Deep Learning Models 

3.6.1 Long Short-Term Memory (LSTM) Networks 

Time-series prediction was fulfilled with LSTM networks as they are best at mastering sequential dependencies. The architecture 

consists of three main gates, forget, input, and output, of which each is in charge of information flow. The forget gate determines 

which information to discard: 
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𝑓𝑡 = 𝜎(𝑊𝑓 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓),           (7) 

where 𝑓𝑡 is the forget gate activation, 𝑊𝑓 and 𝑏𝑓 are the weight and bias, ℎ𝑡−1 is the previous hidden state, and 𝑥𝑡 is the input at 

time 𝑡. 

The output gate computes the current state’s contribution to the hidden state: 

ℎ𝑡 = 𝑜𝑡 ⋅ tanh(𝑐𝑡),            (8) 

where ℎ𝑡 is the hidden state, 𝑜𝑡 is the output gate activation, and 𝑐𝑡 is the cell state. 

3.7 Transformers 

We used transformers, characterized by their attention mechanisms, to model long term dependencies in time series data. The 

attention mechanism computes a weighted sum of values based on the relevance of each input: 

Attention(𝑄, 𝐾, 𝑉) = softmax (
𝑄𝐾𝑇

√𝑑𝑘
)𝑉,         (9) 

where 𝑄, 𝐾, and 𝑉 represent query, key, and value matrices, and 𝑑𝑘 is the dimensionality of the keys. 

It's especially useful for BRICS datasets since they are able to process massive amounts of data simultaneously across multiple 

economic conditions. 

3.8 Evaluation Metrics 

To evaluate the models’ performance, various metrics were employed. 

3.8.1 Accuracy 

Accuracy measures the proportion of correct predictions in classification tasks: 

Accuracy =
TP+TN

TP+FP+FN+TN
,           (10) 

where TP, TN, FP, and FN denote true positives, true negatives, false positives, and false negatives, respectively. 

3.8.2 Root Mean Square Error (RMSE) 

For regression tasks, RMSE quantifies prediction errors: 

RMSE = √
∑ (�̂�𝑖−𝑦𝑖)

2𝑛
𝑖=1

𝑛
,           (11) 

where �̂�𝑖 and 𝑦𝑖 represent predicted and actual values, and 𝑛 is the total number of observations. 

3.8.3 Mean Absolute Percentage Error (MAPE) 

MAPE evaluates the model’s forecasting accuracy by measuring percentage errors: 

MAPE =
100

𝑛
∑ ∣

𝑦𝑖−�̂�𝑖

𝑦𝑖
∣𝑛

𝑖=1 .           (12) 

3.9 Software and Tools 

We implemented this using Python libraries like TensorFlow and PyTorch for DL and scikit-learn for ordinary ML models. In pandas 

and in NumPy, data preprocessing was performed while the visualization was carried out using Matplotlib and Seaborn. Training 

computationally intensive models were performed using cloud computing platforms based on Google Cloud and AWS. 

4. Results and analysis 

4.1 Comparative Model Performance across BRICS Economies 

Here, we estimate the performance of several machine learning (ML) and deep learning models on stock market prediction for 

BRICS economies. We examine the predictive capabilities of each model by examining key metrics, including accuracy, RMSE, and 

MAPE, and across varying economic and financial conditions. 
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Figure 1: Bar chart comparing the validation accuracy of the four machine learning models across the BRICS economies 

4.2 Model Overview 

The analysis involved five models: 

1. Support Vector Machines (SVMs) 

2. Random Forests 

3. Long Short-Term Memory (LSTM) networks 

4. Transformers 

5. Linear Regression (as a baseline model) 

Each model was trained and tested on country-specific datasets, encompassing stock indices, macroeconomic indicators, and 

sentiment scores. 

4.3 Performance Metrics 

The models were evaluated based on the following metrics: 

• Accuracy (for classification tasks, e.g., bullish or bearish trends). 

• RMSE (for regression tasks, e.g., predicting stock prices). 

• MAPE (for quantifying prediction errors as a percentage). 

Below is a summary table comparing the average performance of these models across the BRICS economies. 

Table 1: Comparing the average performance of models 

Model Accuracy (%) RMSE (USD) MAPE (%) 

Linear Regression 68.4 12.7 18.3 

SVMs 79.2 9.8 14.5 

Random Forests 83.6 8.5 12.7 

LSTMs 88.3 6.2 10.1 

Transformers 90.7 5.7 9.3 



JEFAS 6(6): 84-101 

 

Page | 91  

4.4 Country-Specific Analysis 

4.4.1 Brazil (Bovespa) 

Brazil’s financial market is sensitive to commodity prices and to political events. Other models did not attain the same accuracy 

(91.5%) or RMSE (5.4) as Transformers. Further, LSTMs performed well as they learnt temporal patterns in the data well. High 

frequency volatility defeated SVMs and Random Forests, which achieved moderate accuracy. 

Table 2: Comparing the average performance of models 

 

 

 

4.4.2 Russia (RTS Index) 

Geopolitical tensions led to abrupt shifts of Russia’s stock market. Predictive accuracy again governed by transformers (88.6, 

followed by LSTMs (85.7)). Since sharp fluctuations were hard to handle, RMSE and MAPE values were high for Random Forests 

and SVMs. 

Table 3: Comparing the average performance of models 

 

 

 

 

4.4.3 India (BSE Sensex) 

The market (highly liquid and subject to frequent regulatory changes) presented a hard test bed for the models. Their performance 

on Transformers was better in the sense that their accuracy was greater (92.3%). Another thing LSTMs excelled at is being able to 

model long term dependencies. 

Table 4: Comparing the average performance of models 

 

 

 

 

4.4.4 China (Shanghai Composite) 

The stock market of China was difficult because of government intervention and unique trading patterns. In particular, transforming 

the problem data to form the appropriate supervision achieved the best results, with an accuracy of 91.2%, and was especially 

effective in capturing abrupt policy driven changes. 

 

Model Accuracy (%) RMSE (USD) MAPE (%) 

Linear Regression 67.1 13.1 18.7 

SVMs 77.8 10.2 14.9 

Random Forests 81.9 8.7 13.2 

LSTMs 87.9 6.3 10.5 

Transformers 91.5 5.4 9.0 

Model Accuracy (%) RMSE (USD) MAPE (%) 

Linear Regression 66.8 12.9 18.5 

SVMs 78.5 10.1 15.2 

Random Forests 82.3 8.6 12.9 

LSTMs 85.7 6.4 10.3 

Transformers 89.6 5.8 9.4 

Model Accuracy (%) RMSE (USD) MAPE (%) 

Linear Regression 69.2 12.4 17.8 

SVMs 80.1 9.7 14.1 

Random Forests 85.0 8.2 12.0 

LSTMs 89.8 6.1 10.0 

Transformers 92.3 5.6 8.7 
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Table 5: Comparing the average performance of models 

 

 

 

4.4.5 South Africa (JSE All Share) 

The success of Transformers in South Africa’s market, south of the equator, is strong (89.9% accuracy), accountable to commodity 

prices and regional instability. Yet LSTMs and Random Forests also did well in predicting financial trends. 

Table 6: Comparing the average performance of models 

 

 

 

Figure 2: Graph comparing the performance of the four machine learning models with the accuracy scores indicating how well 

each model predicted stock market trends in these nations 

4.4.6 Key Insights 

I. Superior Model: As Transformers excel at processing large datasets and compressing complex temporal dependencies, 

they outperformed other models with consistency across all BRICS economies. 

II. LSTM Effectiveness: The most valuable aspect of LSTMs, yet one that limits their capabilities, is that they work so well at 

sequential data modelling, making them very effective. 

III. Random Forests and SVMs: Reliable performance, however, was offered by these models but they did not excel in dealing 

with highly volatile and non-linear patterns. 

Model Accuracy (%) RMSE (USD) MAPE (%) 

Linear Regression 68.7 12.8 18.2 

SVMs 79.6 10.0 14.7 

Random Forests 83.9 8.4 12.8 

LSTMs 88.5 6.3 10.2 

Transformers 91.2 5.5 9.1 

Model Accuracy (%) RMSE (USD) MAPE (%) 

Linear Regression 67.5 12.5 18.0 

SVMs 78.9 9.9 14.3 

Random Forests 83.2 8.5 12.6 

LSTMs 87.3 6.4 10.4 

Transformers 89.9 5.7 9.2 
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IV. Linear Regression: Over baseline, the improved performance in part reflects advanced ML techniques. 

V. This analysis contextualizes the importance of selecting the correct types of models in each of these economies and 

development stages of their stock market. 

4.5 Insights into Economic and Financial Behavior 

The ML predictions have shed insight into the economic and financial behaviours of the BRICS economies, uncovering the patterns 

and trends, which would be quite hard in practice to detect with the traditional methods. The main findings from the model outputs 

are then analyzed in this section and their relevance to explaining the idiosyncratic characteristics of these markets is explored. 

 

Figure 3: This graph shows the financial trend indicators for Brazil, India, and China over five time periods. The plotted lines 

illustrate the fluctuations in financial stability and growth 

4.6 Economic Sensitivities and Stock Market Trends 

4.6.1 Brazil 

Brazil’s economy, which is dependent on commodities, such as oil and soybeans, was subject to the stock market movements that 

are reflected in the global commodity price trends. A strong correlation between Brent crude and the Bovespa index was identified 

by the ML models. In particular, the LSTM model revealed a delayed yet continual link between stock market movements and 

changes in commodity prices, implying that investors take some time to react to external price disturbances. 

I. Key Trend: In addition, global prices as well as domestic political developments are influencing volatility including 

elections and policy changes. 

II. Implication: The markets and the global commodity markets need to be monitored by policymakers and investors but 

domestic political stability also plays a role. 

4.6.2 Russia 

Geopolitical tension and natural gas prices had the highest sensitivity to the Russian stock market compared to any other stock 

market in the world. In particular, Transformers were able to detect abrupt changes in the RTS index, during times characterized 

with heightened international sanctions or country level energy demand fluctuations. Interestingly, the models identified a unique 

phenomenon: After the spikes in volatility, the Russian market has experienced a rapid recovery phase driven by the Russian market 

intervention and centralized economic policies. 
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I. Key Trend: One, geopolitical events have immediate impact, the other recovery strengths correspond with state policy. 

II. Implication: The main variables for forecasting behavior of Russian market are energy price mechanisms and geopolitical 

stability. 

4.6.3 India 

The curious interplay of domestic factors such as the inflation rate, foreign direct investment (FDI), and global economic trend in 

India’s financial market is revealed. Finally, LSTMs showed that foreign institutional investments (FII) had a significant effect on the 

BSE Sensex: the market is quite receptive to international trading. In addition, Transformers discovered that there were market 

patterns of optimism preceding major policy announcements, which implied investor anticipation. 

I. Key Trend: Strong dependence on FII inflows and rapid responsiveness to a changing global trend. 

II. Implication: Global economic signals and FII trends should be taken into consideration while India’s financial markets are 

being strategized for with investor and policymakers. 

4.6.4 China 

The Shanghai Composite Index showcased a dual pattern: sensitivity to global trade conditions and strong state controlled 

interventions. Next, the ML models found a specific pattern out of state policy announcement characterised by the market reaction 

occurring immediately and an immediate control. The market anticipates event decisions, as evidenced by the temporal 

transformers capturing temporal shifts in sentiment, which is predictive of large state decisions. 

I. Key Trend: Not surprisingly, global trade dynamics have a secondary role to play with the contours of controlled volatility 

dictated by policy decisions. 

II. Implication: Without taking into account government policy timelines and trade activity indicators, predictive accuracy 

will depend entirely on China’s market. 

4.6.5 South Africa 

Gold and platinum prices showed linkage with South Africa’s JSE All share index that showed a strong linkage with domestic socio-

economic factors as well as commodity prices. Further, the ML models highlighted the impact of labor strikes and political events 

on market behaviour. Both Random Forests and Transformers were able to capture these disruptions, including during prolonged 

strikes, displaying slowdowns in the market. 

I. Key Trend: Dependency on commodities intertwined domestic socio-political events. 

II. Implication: In South Africa’s market, investors must balance global commodity outlooks with domestically focused socio-

political conditions. 

4.7 Implications of ML Findings 

 

1. Sector-Specific Sensitivities Sensitivities across the BRICS economies were estimated through the ML models by sector. An 

example isolumo is the financial and energy sector in Brazil and South Africa. On the other hand, government regulation 

stabilized China’s technology sector and manufacturing sector in China. 

• Strategic Insight: Investors who wish to reduce risk in these economies will need diversified sectoral analysis. 

2. Predictive patterns of market recovery The models presented in Russia and in Brazil flowed better to rapid market recovery 

behaviour following geopolitical or economic shocks. The recovery patterns in these situations are attributed to Government 

interventinos and resilience in key economic sectors. 

• Strategic Insight: The predictive models can provide investors with information to time market entry in periods of post-volatility 

recovery. 
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3. Role of Sentiment Analysis News and social media sentiment scores were helpful in refining predictive accuracy. In India and 

China, positive sentiment anticipated policy announcements and early signals of market optimism predated the announcements. 

• Strategic Insight: By incorporating sentiment data, market movements can be foreseen at short term. 

4. Macroeconomic and Microeconomic interplay 

As can be inferred from the emphasis placed by the ML models on the interaction between macroeconomic indicators (such as 

inflation and the GDP growth rate) and microeconomic factors (for instance, corporate earnings and sectoral performance), the 

long-term behavior of asset returns was drawn upon by the ML models, which were calibrated to the broadest measure of return[:] 

For example, in India, high inflation and strong corporate earnings in turn created such a balancing effect on these stock indices. 

 

• Strategic Insight: Any predictive framework, however, must incorporate both the macro and the microeconomic factors. 

 

4.8 Broader Implications for BRICS Economies 

4.8.1 Policymakers 

They underscore the importance of data driven policy interventions in the markets during periods of volatility. Suppose targeted 

fiscal measures in Brazil and South Africa would deal with market sensitivity to commodity driven disruptions. 

4.8.2 Investors 

For investors, the results show that it is essential to develop investment strategies that take into consideration the specific economic 

and financial behaviour of each BRICS nation. Sectoral diversification and macroeconomic monitoring guard strategy. 

4.8.3 Future Research 

The findings provide opportunities for future research, suggesting further work on the consequences of climate change policies 

for commodity-based economies like Brazil and South Africa; or on the impact of digital currencies on financial markets in China 

and India. 

4.8.4 Data Preprocessing in Role of Model Performance 

The ability of machine learning (ML) models to derive good predictions in financial markets depends greatly on whether or not 

they perform well by data preprocessing. The combination of feature engineering, normalization and other preprocessing 

techniques increase model accuracy, reduce over fitting and help the algorithms learn to better learn underlying patterns within 

the data. 

 

Figure 4: This graph compares the precision and recall of the four machine learning models to provide insights into how well the 

models balance the detection of true positives versus minimizing false positives and false negatives 
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4.9 Impact of Feature Engineering on Predictive Accuracy 

Feature engineering is simply data engineering which takes raw data then transforms it to meaningful inputs for ML models. 

Improving predictive performance relied greatly on using logarithmic returns and time lags features in this study. 

4.10 Logarithmic Returns: 

To de-skew raw financial data, I calculated logarithmic returns, which gave me a normalized term for price changes over time: 

𝑅𝑡 = ln(𝑃𝑡) − ln(𝑃𝑡−1),           (13) 

This transformation made it possible to detect the subtle trends in stock price movement with an accuracy using models like 

LSTMs and Transformers. 

4.11 Time-Lagged Features: 

 

Lagged variables were incorporated to improve model comprehension of temporal dependencies, which is crucial for temporal 

series in Finance. For instance, the achievement of momentum effects translated to improved forecast of future stock prices if prior 

returns were employed as input. 

 

Figure 5: This horizontal bar chart illustrates the importance of different in predicting stock market trends using the Random 

Forest model 

4.12 Normalization and Scaling Techniques 

For algorithms such as Support Vector Machines (SVMs) and neural networks, normalization and scaling aligned features to similar 

ranges, which was especially important in reducing sensitivity to the magnitudes. 

• Standardization: 

Converting data to a standard normal distribution using: 

𝑋′ =
𝑋−𝜇

𝜎
,            (14) 

  ensured that features with higher magnitudes did not disproportionately influence model weights. 

• Min-Max Scaling: 

For some models, features were scaled to a range of [0,1], which accelerated convergence during training and reduced 

computational complexity. 
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4.13 Missing and Outlier Data Handling 

Preprocessing steps also addressed data integrity issues: 

• Imputation: Mean or forward-fill method did filling for missing values and maintaining continuity in time series data. 

• Outlier Detection: To deal with outliers, we capped or removed extreme values which otherwise could distort model 

predictions. 

4.13.1 Empirical Results 

Comparative tests revealed that preprocessing improved model performance across all BRICS markets: 

• Normalized Data: Random Forest and SVM models demonstrated a 10-15% improvement in accuracy when 

normalized data was used. 

• Feature-Engineered Data: LSTMs achieved better predictive performance, reducing Root Mean Square Error (RMSE) by 

8%, thanks to engineered features like time lags. 

 

 

s 

The results underscore the necessity of robust data preprocessing in ML workflows. By carefully engineering features, normalizing 

datasets, and addressing anomalies, this study ensured higher predictive accuracy and more reliable insights into BRICS financial 

markets. These preprocessing strategies serve as a foundation for achieving state-of-the-art performance in financial modeling. 

4.14 Discussion 

4.14.1 Implications for Investors and Policymakers 

ML integration in stock market prediction has major consequences on investors and policymakers in BRICS economies. Using ML 

driven insights both investors and policymakers can improve their strategies, reduce risks, but also find new opportunities (Belhaj 

& Hachaïchi, 2021). And these are developments that signal the introduction of a data driven decision making into financial 

planning, and economic governance. 

4.14.2 Applications of ML-Driven Insights for Risk Management 

Existing BRICS markets are subject matter to the intrinsic volatility of emerging economies, which includes political problems, 

changing commodity prices and currency fluctuations and similarly acts on the market behavior (Nasir et al., 2018). Machine 

learning provides an orderly way of applying risk management, allowing investors to act upon their analysis, or what has been 

machine learned, rather than operating on intuition or hopes it might match past trends. 
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It was found that stock indices and individual stocks can be predictive in their potential movements by using the tool of ML models 

such as Long Short Term Memory (LSTM) network and XGBoost based on Historical price, macroeconomic and geopolitical events. 

The study, for instance, found that commodity driven economies such as Brazil and South Africa are linked to stock market volatility 

driven by movement of the global prices (Mensi et al., 2021). By knowing when these movements will occur with greater accuracy, 

investors are able to adjust their portfolios in advance in order to minimize risk of very large losses. Investors can also jump on the 

opportunity of getting an early dose of shifts in market sentiment via sentiment data from news outlets and social media. 

We live in a changing world, and there is a growing landscape of ML, and those who use it to anticipate market trends will be 

better placed to manage risk. We also show that applying ML to risk assessment models creates more robust diversification 

strategies. One example would be for investors to start watching foreign institutional investments (FII) more carefully and 

accordingly adjust their strategies when they see India’s stock market is highly sensitive to FII. 

4.14.3 Strategic Investments in BRICS Economies 

ML can be a game changer especially for investors seeking to gain the most from returns by identifying the best markets and 

sectors in all BRICS countries. The work in this study showed the development of predictive models that yield clear evidence that 

sectoral shifts and domestic factors have different impacts on stock market performance in these nations. China: announcements 

of state policy run the clearest on stock market; Russia: energy prices and geopolitical factors prevail. By predicting political or 

economic events this information can be used to time investments strategically. Specifically, prediction models help investors 

pinpoint when to enter and exit the highest frequency markets to maximize profitability and lower risk exposure. 

Additionally, in particular emerging markets investing in assets with higher volatility could induce larger returns given proper 

management of them with the aid of ML insights (Gupta et al., 2023). Having the ability to make more informed choices in highly 

unpredictable markets, with the accuracy of ML driven predictions to predict market downturn and recoveries, provides investors 

the tools to capture growth while limiting their exposure to risk. 

4.14.4 Importance of Data-Driven Decision-Making in BRICS Economies 

ML can also be applied in economic decision-making to benefit policymakers in BRICS countries significantly. With the economic 

landscape changing so quickly around the world and the need for quick action from policy makers, ML could give decisionmakers 

a view of market trends, inflation dynamics and the effects of monetary and fiscal policy in near real time. For example, The ML 

models that can be built to predict the impact of changes in interest rates on stock market’s performance can help central banks 

better shape their monetary policies. Likewise, macroeconomic and microeconomic indicators can point the way to the fiscal 

choices that will trigger economic development and financial soundness, such as fiscal policies: tax provisions or plans for 

expenditure by the government (Clements et al;, 2004). 

This enables tailored, effective interventions by allowing us to predict what sectors or regions of a country will respond to policy 

changes. For example, ML predictions in Brazil might tell you that changes in commodity prices or a new introduction of trade 

policies could change economic growth. This data can be used by policymakers to design policies before they meet with these 

challenges, proactively. 

4.15 Broader Impact of Machine Learning in Stock Market Analysis 

4.15.1 Paradigm Shifts in Financial Analysis 

The move away from the traditional models of financial analysis where much of the analysis was conducted through technical 

indicators and historical trends is being ushered in by Machine learning. This has brought us to the introduction of more complex 

algorithms such as deep learning models (e.g., LSTMs or Transformers) that allowed the finance community to have a clearer 

understanding of market dynamics. Traditional models, such as linear regression, often miss out on nonlinear relationships and 

temporal dependencies and these models can capture those (Lai et al., 2018). Deep learning algorithms have allowed the 

predictions of the stock market to be very accurate due to their ability to handle the large datasets: not only just historical price 

movements, but also corresponding macroeconomic indicators, news sentiment and geopolitical events. 

The biggest paradigm shift is not placing all your eggs in the price action basket anymore. Sentiment analysis, for example, can 

feed an ML model information from traditional sources like news outlets, but also some unconventional information from social 

media platforms, and hence get a more complete picture of the market (Wankhade et al., 2022). It’s a completely different take 

on the conventional financial analysis to which we’re accustomed, where the emphasis is on technical indicators such as moving 

averages or price to earnings ratio. As of today, financial analysts can consider social sentiment, international relations, 

macroeconomic trends and other forces that influence stock price, thanks to the help of ML. 



JEFAS 6(6): 84-101 

 

Page | 99  

In addition, real time financial analysis is possible because the ability to process and analyze big data has occurred quickly and 

efficiently. In fact, investors can now get what they want more quickly and in less than a minute of opening an investing app. ML 

models instead allow us to continuously process live data in order to get near instant insights that can aid in trading decisions. 

4.15.2 Future Potential of Deep Learning in a Globalized Economic Context 

One of the interesting things about deep learning in stock market analysis is that there is a lot of potential of deep learning in the 

future of stock market analysis, especially due to the globalization of an economy. The ability to predict stock market movements 

using machine learning will be all the more necessary as markets become more interconnected. For instance, in BRICS economies 

(which are deeply interconnected with the global financial system) deep learning could learn to explain how these economies 

relate to global trends, such as oil price shocks, the impact of international trade policies, etc. 

The use of deep learning goes well beyond prediction of one stock market’s behavior in a globalized context. It also enables 

analysts to discern a few common systemic risks that pervade many markets at once, including the global financial crises and 

regional recessions. By using deep learning models, we can detect some of these patterns before the crisis happens, and prevent 

the crisis by intervening early. Further, more sophisticated algorithms that are not only capable of analyzing financial data but also 

geo-political and social data, will offer new frontiers to predictive analytics. 

Machine learning integration in global financial markets goes beyond better predictions and extends into improving global 

financial market decision making across the board. Both the applications from automated trading systems, using real time data, 

and central banks’ use of predictive models to understand the impact of monetary policies are wide ranging. With the accelerated 

development of deep learning, it is expected that financial markets will transform into become data driven ecosystems in which 

increasingly more decisions are automated, faster, and more accurate. 

Finally, the study has concluded that machine learning is revolutionizing the realm of the study of stock market, yielding many 

benefits in the analysis process for investors as well as for policymakers. The application of ML brings about a new era of financial 

decision making through enhanced predictive accuracy, risk management capabilities and the incorporation of non-traditional 

data sources. With deeper learning models being increasingly developed to offer better performance, their impact on global 

financial markets will increasingly grow — all stakeholders must begin to take in these technological advancements. 

 

5. Conclusion  

5.1 Summary of Key Findings 

In this study, we explore the use of machine learning (ML) approaches to predict stock movements in BRICS’ economies, 

considering the conventional SVM methods, advanced deep learning models like LSTM and Transformers. The results indicated 

that deep learning models such as LSTMs and Transformers outperformed classic methods in the forecasting of the stock market 

in different BRICS countries thanks to their capacity to capture complex and non-linear relationships in the financial data. 

National and regional differences in financial behavior emerged within each BRICS economy, and this was attributed by the analysis 

to: commodity prices; political events; and economic policies. One such finding was Brazil's market sensitivity to global commodity 

price shocks, or India's stock market response to Foreign Institutional Investment flows. These differences highlight the significance 

of exploiting ML models' economy- and context-specificity. In addition, data preprocessing was found to be critical to achieve 

better model accuracy as feature engineering techniques, in particular, the application of logarithmic returns and normalization, 

had a large effect on improving predictive performance. 

In addition to policy implications, from a policy perspective, the research reveals a means through which investors can use machine 

learning to manage risks and help identify potential investment opportunities in emerging markets. ML can also be harnessed to 

develop refined economic policies driven by policy cognition and informed by analysis. The findings of this study open the door 

to a deeper understanding of the utilization of machine learning in financial forecasting and therefore the possibility of improving 

decision making in BRICS economies. 

5.2 Limitations of the Study 

However, this study has limitations. The problem of data collection across readily available sources from BRICS countries, 

particularly emerging markets, was challenging. Computational requirements for model implementation, in particular for deep 

learning models, were quite high and therefore model implementation was also a hard problem. Also, the finding may not be 

generalized to other emerging or developed economies as the current economic condition of BRICS countries may apply differently 

everywhere. 
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5.3 Recommendations for Future Research 

Future works will focus on building additional data types into ML models like real time news sentiment, geopolitical event tracking 

and environmental factors to improve prediction accuracy. In addition, researchers could focus on combination of different 

machine learning techniques, such as ensemble models to improve prediction further. Moreover, extending the study to other 

emerging markets beyond BRICS offers important insight about the global adaptability of ML driven stock market forecasting 

models. 
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